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Abstract - LGR (Logic Gates as Repeaters) – a methodology for 
delay optimization of CMOS logic circuits with RC interconnects 
is described. The traditional interconnect segmentation by 
insertion of repeaters is generalized to segmentation by 
distributing logic gates over interconnect lines, reducing the 
number of additional, logically useless inverters. Expressions for 
optimal segment lengths and gate scaling are derived. 
Considerations are presented for integrating LGR into a VLSI 
design flow in conjunction with related methods. Several logic 
circuits have been implemented, optimized and verified by LGR. 
Analytical and simulation results were obtained, showing 
significant improvement in performance in comparison with 
traditional repeater insertion, while maintaining low complexity 
and small area. 

I. Introduction 
Interconnect optimization has become a major design 

consideration in state-of-the-art nanometer CMOS VLSI systems. 
Traditional design procedures have been developed assuming 
capacitive interconnect with negligible resistance  [1] [4] [5] [6]. In 
order to handle resistive interconnect, post-routing design steps have 
been added, involving wire segmentation and repeater insertion 
( Fig. 1b) such that every segment resistance is much smaller than the 
on-resistance of the driver  [2] [9]. Wire sizing and gate sizing have 
also been applied at this stage  [11] [14]. 

Numerous studies explored various facets of the repeater insertion 
problem  [14] [8] [10] [12] [13], adding inverters or buffers (double 
inverters) for amplifying logic signals on resistive wires between 
stages in a logic path. Besides speed optimization, this amplification 
reduces noise and restores logic levels  [13]. However, the usage of 
repeaters implies a significant cost in power and area, without 
contributing to the logical computation performed by the circuit. A 
recent study  [17] claims that in the near future, up to 40% of chip 
area will be used by inverters operating as repeaters and buffers. The 
use of numerous logically-redundant repeaters seems to be a waste of 
area and power, because the logic gates themselves may function as 
repeaters due to their amplifying nature. The main idea of LGR 
(Logic Gates as Repeaters) concept is distribution of logic gates over 
interconnect; thus driving the partitioned interconnect without adding 
inverters to serve as repeaters ( Fig. 1c). 

The concept of overall delay optimization of a circuit path 
consisting of various CMOS logic gates together with long segments 
of resistive interconnect was presented by Venkat in  [3]. The 
formulation was based on an extension of the logical effort  [1] 
concept to include the resistive load at the output of the logic gate in 
addition to capacitive load. Although in  [3] logical gates were treated 
as repeaters, no general methodology was presented for finding the 
structures where this technique is applicable and efficient. A 
particular case of logic optimization with resistive interconnect was 
presented in  [19], referring to optimal design of an SRAM address 
decoder. 

This paper presents an analysis of LGR (Logic Gates as 
Repeaters) as an approach to delay optimization and proposes a 
methodology for applying LGR in high-performance VLSI design. 
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This method can be combined with inverter-based repeater insertion 
to augment delay optimization, while improving power dissipation 
and area. 

 
Fig. 1. (a) A logic path driving a long interconnect wire. 
 (b) Repeater insertion on the long interconnect (c) LGR optimization: the  
logic gates are distributed over the interconnect and serve as repeaters. 

II. Delay modeling 
The process of interconnect segmentation by logic gates as 

repeaters is schematically shown in  Fig. 2. Before the segmentation, 
logic gates are concentrated in a single logic block driving a long 
interconnect load ( Fig. 2a). After the distribution of logic gates over 
interconnect is performed, each logic gate has a related interconnect 
segment, as presented in  Fig. 2b. After segmentation, the delay of 
each pair of logic-interconnect segment can be calculated separately.  

 

 

Fig. 2. Logic gates with related interconnect load: (a) before 
segmentation, (b) sections i and i+1 after segmentation. 
The overall delay is the sum of delays of all the combined logic-

interconnect segments. In practice, the logic path can be laid out with 
wire segments in both x and y directions. The basic concept of 
matching wire segment lengths to their driver gates is the same. The 
overall delay of the logic path was derived in  [14] for the case where 
all gates are inverters. Following  [14], we use Elmore delay model 
 [7] for wire segment delay. We use the Logical Effort method  [1] for 
gate delay calculation. For the combined ith gate-interconnect 
segment in  Fig. 2b the respective delay components are: 
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where τ = RinvCinv is a technology-dependent time constant, defined 
as the delay of an ideal inverter driving another identical inverter. Rinv 
and Cinv are effective “on”-resistance and input capacitance of an 
inverter, respectively. Parameter pi represents the parasitic delay of 
the gate and is related to capacitance of source/drain regions within 
the gate. Ci and Ci+1 are input capacitance of gates i and i+1 
respectively. Cwi and Rwi are the wire capacitance and resistance of 
segment i and can be replaced by: 
 int int,

i iw i w iC L C R L R= ⋅ = ⋅  (2) 

Li is the length of the wire segment, Cint and Rint are the 
capacitance and resistance per unit length, respectively. The overall 
delay for the logic path is therefore: 
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where N is the number of gates and CN+1 is the load capacitance at 
the output of the circuit. Note that (3)
Error! Reference source not found. assumes an ideal voltage 
source as the driver at the source of the logic path. 

The closed-form expression Error! Reference source not found. 
provides a basis for analysis and timing optimization of a critical 
logic path involving long-distance wiring, using Logic Gates as 
Repeaters (LGR). 

III. Optimization Methods 
A. Optimal Segmenting 

The total length of the interconnect along the logic path is denoted 
by L. The goal is to divide L into segments such that the delay 
expression in Error! Reference source not found.(3) will be 
minimized. The optimal length of each segment is derived by partial 
differentiation of the delay expression, performed for each of the 
segment lengths Li. 

There are two constraints on the goal 
functionError! Reference source not found.. The first constraint is: 
 

1 2 ...   nL L L L+ + + =  (4) 

Since the length of each segment must be non-negative due its 
physical nature, the second constraint applied 
Error! Reference source not found.is: 
 

i     0i L∀ ≥  (5) 

Applying differentiation on (3)
Error! Reference source not found. with constraint (4), and 
equating to zero, the resulting optimal length of the i-th segment is: 
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Note that in case where all gates are of the same type and size, an 
equal segmentation is obtained from (6). 

The optimal segment length can also be expressed using (2) and 
(6) as: 
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where the Rav and Cav are the average output resistance and input 
capacitance of the gates.  

The first term represents equal partitioning of the total length, and 
the other terms represent corrections required because of different 
driving abilities and different input capacitances of the gates. If the 
driving gate is large (its Ri is small) the segment to be driven will be 
increased. Similarly, when the driven gate is large (Ci+1 is large) the 
segment should be decreased to reduce loading on the driving gate 
and wire segment. 

Closed-form expression (7) may fail when a weak gate drives a 
large gate. In this case the resulting segment length may be negative 
and thus violate the constraint in (5). Such a violation can be 
determined in a simple way by comparing the expression in (7) to 
zero. Once the violation is determined, a different value should be 
chosen as optimum. The following Lemma defines a property of the 
total delay function, used to select a non-negative length as optimum. 

 

Lemma 1: The function Dtot(L1, L2, …, Ln) in 
Error! Reference source not found. under the constraint (4) is 
convex. 

Proof: We first observe that Dtot is an n-dimensional paraboloid 
in Rn+1 (i.e. the (n+1) dimensional Euclidean space) with positive 

coefficients, hence it is convex. Since the constraint in (4) is an (n-1)-
dimensional hyper-plane which is perpendicular to the hyper-plane 
Dtot=0, we get that the intersection of Dtot and (4) is an n-dimensional 
paraboloid which is again convex. 

 

According to Lemma 1, the resulting function has a single global 
minimum that is presented in (7). Supposing the global minimum is 
negative and thus invalid, we seek the closest-to-minimum point, 
where the expression does not violate the constraints. Hence, if the 
global minimum of Error! Reference source not found.(7) occurs 
for some negative Li, the function must be monotonic in Li in the 
range from 0 to the global minimum, and the constrained minimum 
must occur when this segment length Li is set to 0 due to constraint 
(5). The physical meaning of zero-length segment is that gates are 
placed in close proximity to each other, or “merged”. All violations 
may be determined and avoided previous to optimization using this 
technique. 
B. Scaling and Segmenting 

Additional speed-up may be obtained if we enlarge each of the 
gates in the logic chain by a constant factor s. We assume a uniform 
value of s for all the gates, to preserve the initial relative gate sizing 
performed by pre-layout methods such as Logical Effort. The delay 
expression for a logic chain with gates enlarged by factor s is: 
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The optimal scaling factor s, obtained by differentiation of (8), is: 

 
1

1 1

N N
int i i

i i
i iiint

C g Ls L C
CR

τ
+

= =

 ⋅  
=    

  
∑ ∑  (9) 

Note the special case where all gates are inverters and the 
interconnect is equally segmented. Equation (9) yields the scaling 
factor: 

 ( ) ( )int inv inv ints C R C R=  (10) 

which is similar to the scaling factor presented by Bakoglu  [2] in the 
context of optimally sized repeaters.  

The optimal segment lengths and optimal scaling factor can be 
obtained by iterative calculation of (7) and (9). In our experiments, 
convergence to within 1% of the optimal delay was reached in a few 
steps, usually less than 3.  

The scaling factor in expression (9) obtains the global timing 
optimum. However, for power-efficient design, a more moderate 
scaling should be considered. This is due to the fact that the curve of 
delay vs. scaling factor is almost flat around its minimum. Hence a 
significant reduction in power and area can be gained by a slight 
increase in delay  [20]. 

IV. Applicability of LGR within a VLSI 
design flow 

LGR should be integrated into a complete VLSI design flow that 
is oriented towards interconnect optimization  [21]. The integration 
involves various complications, such that LGR may be applicable for 
only a subset of the paths in a given circuit. A first applicability 
criterion can be based on the additional wirelength produced by LGR 
optimization. The objective is to improve delays while making sure 
that the total wirelength in the circuit does not grow too much. 
Consider for example a critical path within a datapath block, such 
that gate location changes are all along one dimension. Besides wires 
on the critical path, all the other inputs of each relocated gate must be 
connected, thus increasing or decreasing the total length of wires in 
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the circuit. This impacts the area and power dissipation. Thus, 
variation of wirelength cost can be one of the main concerns in LGR 
applicability analysis.  Fig. 3 exemplifies the effect of LGR 
segmenting on wire cost. The initial total interconnect length of a 3-
to-8 decoder is 8L. After a uniform segmenting to optimize timing, 
the resulting interconnect length is reduced to 5.67L. On the other 
hand, by performing a similar LGR timing optimization on an 8-to-1 
multiplexer structure, total wire length is increased from L to 3.33L. 
Thus, when segmenting for minimum delay, the change in wire cost 
depends on circuit topology. A Placement optimizer targeted at 
minimum total wirelength would typically lead to different results, 
with some long unsegmented wires. For example, a minimum-
wirelength placer could move all the logic in  Fig. 3a all the way to 
the right, hence wirelength would be reduced even more than in 
 Fig. 3b. However, the critical path delay would be worse than in 
 Fig. 3b. Therefore, a method is needed to optimize the timing of the 
critical path using LGR, while keeping a limit on the extra wiring this 
might cause. 
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Fig. 3. Segmenting of decoder (a,b) and multiplexer  (c,d). 

A simple wirelength cost heuristic for LGR applicability analysis 
in a one-dimensional circuit is illustrated in  Fig. 4, assuming a 
rectangular circuit block with ports on the left and right sides only. 
The heuristic serves as a pre-optimization step, prior to LGR. It 
merges gates into clusters, such that the number of wires between 
adjacent clusters will not exceed a predefined limit β. Afterwards, 
LGR segmentation will be used to move entire clusters of gates, for 
minimizing the critical path delay. The application of this procedure 
on a logic block is demonstrated in  Fig. 4 for 1β = , resulting in a 
chain with three combined clusters, such that LGR can relocate the 
second cluster for minimal delay. 

For more general kinds of circuits, integration of LGR into the 
design flow involves further issues. The evaluation of additional 
wirelength must be extended to two-dimensional floorplans. Also, 
other applicability criteria should be considered: in practice, gates 
may not be relocated and distributed over long interconnect without 
violating design hierarchy. Ideal gate location may not be realizable 
because it might be occupied by a large block. Relocation and 
resizing of gates may necessitate to change placement of other cells. 
Thus, interaction with placement is required, e.g. iterative placement, 
routing and LGR optimization. 
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( )i max
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Fig. 4. Example of gate clustering heuristic to reduce additional wiring 
cost. (a) Initial clustering. (b) In the final clustering, the middle cluster can 
be relocated along the critical path to obtain minimal delay. 

In the context of a whole circuit, improvement of one path can 
result in timing degradation of another path. The optimization 
presented in section  III is based on single critical path optimization. 
However, it can be extended to treat more than one critical path. The 
solution for multiple-path optimization involves the definition of a 
more general goal function, using Equation (3) or (8), in which 
several delay paths make their contribution.  

V. Power and Area Comparison 
As a result of aggressive sizing, the circuit area and the power 

dissipated by up-scaled gates are considerably increased. Hence, 
repeater insertion may be preferred over LGR for power and area 
considerations, because an inverter consumes the smallest possible 
area in comparison with other gates having the same current drive 
capability. In this section, an analytical comparison between the LGR 
and repeater insertion is presented for dynamic power considerations, 
assuming that similar path delay is obtained by both techniques.  

The dynamic power is related to total capacitance of the system. 
Hence, the comparison between total capacitances of LGR method 
and traditional repeater insertion technique provides an estimation of 
power dissipation. 

The total capacitance in the logic-interconnect system is 
calculated as: 
 T w devicesC C C= +  (11) 

where Cw represents the wire capacitance and Cdevices represents the 
gates capacitance (logic chain and repeaters). The total capacitance of 
the circuit optimized by LGR and Repeater Insertion is: 
 LGR w gates LGR rep w gates inv rep repC C C s C C C C N s= + = + + (12) 

where sLGR is the optimal scaling factor for gates in LGR 
technique (9), and srep is optimal scaling factor for inverter-based 
repeaters by (10), Nrep is the optimal number of optimally scaled 
repeaters for a wire of length L, as derived in  [2], Cgates is the total 
capacitance of the initial circuit (prior to scaling) and Cw is a wire 
capacitance assumed to be the same for both optimizations 
(considering the critical path). The two alternatives are equivalent in 
terms of power if the expressions in (12) are equal: 

 
1

1 1

inv
N N

int tint i i
gates i i gates inv rep

i iiint inv int

C RC g LC L C C C N
CR C R

τ
+

= =

 ⋅  
= +   

  
∑ ∑ (13) 

 Finally, LGR is preferable in terms of power if: 
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In particular, for a chain of N identical gates with logical effort g, 
LGR is preferable in terms of power if: 

 repN N g> ⋅  (15) 

In terms of delay, it would be beneficial to combine the two 
techniques: use smaller wire segments and add some repeaters. For 
short interconnect with a substantial number of gates N in the logic 
chain, LGR will be less efficient than repeater insertion in terms of 
dynamic power. In this case the scaling of all gates will be a waste of 
area and power. Still, LGR can be modified to be advantageous over 
classical Repeater Insertion, if a subset of the gates in the chain are 
used as the repeaters. 

In the discussion above we ignored short-circuit power dissipation 
and slew-dependent delay in gates. These effects were accounted for 
in Spice simulations of test circuits (shown in the next section). 

VI. Results and Application 
In this Section LGR optimization is characterized and compared 

with Repeater Insertion. We compare the two techniques in three 
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different categories of circuit optimization: In the first category the 
designer tries to reduce delay without increasing circuit area and 
power. In the second category the purpose is to obtain the smallest 
possible path delay by optimal driver scaling, at any cost in circuit 
area (and power). The third category is a trade-off, where delay 
reduction is important, but area and power are also valuable. Hence, a 
pragmatic scaling factor is chosen, smaller than the optimal value 
given by (9)  [20].  
A. A simple example 

To validate our delay model and optimization results, and to 
demonstrate the advantages of using logic gates as repeaters, we use 
the simple circuit shown in  Fig. 1. The Berkeley parameter extraction 
tool (BPTM)  [16] was used to predict parameters of 0.07µm process 
for both interconnect and device BSIM3v3 models, and fidelity 
analysis was performed by comparison between LGR analytical 
results and Spice simulation results on the test circuit in  Fig. 1c. LGR 
segmenting and scaling parameters were first analytically obtained 
from (6) and (9), and then the optimization was verified using Spice 
simulation. 

In order to test the optimality of the analytically obtained values, 
L1 and L2 were swept near their analytically obtained optimal values, 
while L3 was computed as the complement to the total length 
(1500µm). The results are presented in  Fig. 5. The segmenting 
parameters obtained from analytical expressions (emphasized in 
 Fig. 5 at L1=370µm, L2=280µm) produce a near-optimal solution, as 
compared to Spice results (L1=300µm, L2=225µm) with 75µm 
resolution. A scaling factor sweep around the analytically obtained 
optimum is shown in  Fig. 6. The optimal scaling factor obtained from 
expression (6) is ×70, while the global optimum of Spice simulations 
is at scale factor of ×66. This difference corresponds to less than 2% 
in delay. 
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Fig. 5. Delay vs. Segmenting variations  
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Fig. 6. Delay vs. Scaling factor variation  

It is interesting to compare LGR optimization for this circuit 
( Fig. 1c) with traditional Repeater Insertion ( Fig. 1b). In the first 
category of optimization, where small circuit area is the primary goal, 
LGR reduces the wire delay due to segmentation while keeping the 
same gate sizes as in  Fig. 1a. On the other hand, repeater insertion 

involves additional area for inverters. Furthermore, when the inserted 
inverters are small, their added stage delay typically exceeds their 
contribution to reducing wire delay. Hence, LGR is better than 
repeater insertion for the first category of optimization. 

In the second category, where delay reduction is achieved at the 
cost of additional area, insertion of four inverters is required on a 
low-tier metal wire of 1500µm using the derivation of  [2], and 
including output capacitances of repeaters in the model. The line is 
uniformly segmented as shown in  Fig. 7, and each inverter is sized by 
×70  [2]. A cascade of tapered drivers containing two stages (with 
tapering factor of ×3.8) was constructed before the first repeater  [15], 
to avoid an under-sized gate as driver of the first repeater. The 
resulting propagation delay obtained for the circuit in  Fig. 7 is 
0.265ns, while LGR segmenting and scaling ( Fig. 1c) provides a 
delay of 0.155ns. The contribution of wire segment delays is 
approximately the same for both LGR and Repeater Insertion (about 
0.1nsec). Moreover, the delay across wire segments and their direct 
drivers is about the same in both circuits. However, there are extra 
CMOS stages in the circuit of  Fig. 7 which do not drive wire 
segments, and they contribute a total additional propagation delay of 
about 0.11nsec. Hence, LGR is preferable for this circuit. 

 

Fig. 7. Repeater insertion solution for the simple circuit in  Fig. 1  

As a representative case for the third optimization category we 
chose to compare optimal repeater insertion to LGR segmenting and 
scaling, where the scaling factor (for both techniques) was reduced 
(×7) rather than optimal. In this case the cascade of tapered drivers 
contained only one stage, with tapering factor of ×3.8. 
For this circuit example LGR outperforms repeater insertion in both 
speed and power (Delay: 0.355nsec for LGR and 0.397nsec for 
Repeater Insertion., Power: 561nW for LGR and 692nW for Repeater 
Insertion, Power-Delay: 0.2fJ for LGR and 0.25fJ for Repeater 
Insertion) 
 

B. A decoder circuit 
Another circuit that was analyzed is a 8 to 256 decoder. The 

decoder should be placed within a typical cross-bar structure, which 
contains long interconnect.  Fig. 8 shows the cross-bar design and 
internal structure of the decoder before and after LGR optimization.  

 

Fig. 8. Decoder Structure before and after LGR optimization 

The critical path of the decoder contains several gates to be 
distributed over outgoing long interconnect along the vertical axis. 
The logic gates are originally placed close to inputs. Using LGR 
optimization methodology, the propagation delay over the critical 
path can be improved by segmenting the interconnect. The 
symmetrical structure of the decoder is suitable for LGR, since all the 
paths are simultaneously improved. The critical path of the decoder 
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was optimized according to the methodology proposed in Section  III. 
The results of segmenting optimization are presented in  Table 1. The 
simple distribution of the critical path logic gates over the 
interconnect obtains timing improvement of up-to 27%. 

The LGR segmenting and scaling results are compared with 
traditional repeater insertion and presented in  Table 2. For 
intermediate lengths of interconnect the LGR shows up to 55% 
improvement over Repeater Insertion. For long interconnect, where a 
significant number of additional repeater stages are required, the 
Repeater Insertion outperforms LGR by up to 70%. However, it 
requires 44 additional functionally useless repeaters. Generally, in 
case of a short logic chain, the LGR optimization technique is 
preferred for intermediate interconnect length. For long interconnect, 
where many repeaters are required, LGR can be combined with 
addition of some repeater stages. 

Table 1. 8-to-256 Decoder critical path delay for segmenting  

 Unoptimized LGR Segmenting 
Low-tier 1.5mm 2.28  nsec 2.15  nsec 
Low-tier 15mm 34.6  nsec 25.2  nsec 

High-tier 1.5mm 3.62  nsec 3.47  nsec 
High-tier15mm 36.4  nsec 34.9  nsec 

 

Table 2. 8-to-256 Decoder critical path delay for segmenting and scaling  

 LGR Repeater Insertion 
Low-tier 1.5mm 0.188  nsec 0.268  nsec 
Low-tier 15mm 5.45  nsec 1.65  nsec 

High-tier 1.5mm 0.086  nsec 0.194  nsec 
High-tier15mm 0.557  nsec 0.542  nsec 

C. Synthesized random logic circuits 
In order to demonstrate the potential benefit of LGR technique for 

random logic blocks, several test circuits were synthesized using 
standard commercial tools, in a long and narrow rectangular 
floorplan, where significant wire lengths are involved. The produced 
layout was analyzed to extract the circuit physical parameters as well 
as to determine the physical delay of the critical path. Subsequently, 
LGR optimization was manually applied to the most critical path of 
each circuit, in order to assess the potential of LGR to gain further 
timing improvement. The results are presented in  Table 3, where: 
cmp – 36-bit comparator, mul – 16-bit multiplier, alu – 6-bit ALU. 
The index denotes different floorplan size ratios (1:5 and 1:25). The 
LGR segmenting improves the critical path propagation delay by up 
to 41% as compared to the initial synthesis. The LGR scaling applied 
together with segmenting obtains further optimization of the critical 
path propagation delay and obtains improvement of up to 56% as 
compared to the initial circuit produced by the commercial physical 
synthesis tool. The results were verified by Spice simulations, 
showing that the timing improvement obtained by LGR is consistent 
with the analytically obtained results. These examples indicate that 
LGR can provide timing improvement if integrated into the design 
flow of random logic synthesis. 

VII. Conclusions 
Timing optimization based on distribution of logic gates over 

resistive-capacitive interconnect has been presented. The logic gates 
thus serve also as repeaters, driving wire segments. Closed-form 
expressions for timing-optimal segment lengths and scaling factor 
were obtained for gates. The applicability of Logic Gates as 
Repeaters (LGR) within a design flow was analyzed by defining 
heuristics based on wire cost and power dissipation parameters. 
Guidelines were presented for combining LGR with traditional 
repeater insertion. The analytically obtained parameters were verified 
by simulation, showing close-to-optimal solution. Results of design 
experiments indicate that LGR can provide viable improvement to 
traditional Repeater Insertion for VLSI interconnect optimization. 

The technique should be useful whenever gates can be relocated and 
distributed over long interconnect without violating design hierarchy 
and modularity. In particular, it can be useful when synthesis is used 
on very large logic blocks, containing long internal wires with 
significant wire delays. Such integration requires interaction with 
physical design automation steps. 

Table 3. LGR results applied in Physical Synthesis Flow 

As synthesized 
[nsec] 

LGR Segmenting 
[nsec] 

LGR 
Scaling 
[nsec] 

Test 
Circuit 

Critical 
Path 
[µm] 

Analytical Spice Analytical Spice Analytical 
cmp1 1665 5.07   5.88   4.71   5.50   4.59   
cmp2 7335 6.84   7.48   5.32   6.53   4.27   
mul1 6590 4.51   7.35   3.96   6.80   3.71   
mul2 16256 10.2   11.7   6.63   8.90   4.53   
alu1 2320 1.82   2.75   1.48   2.30   1.36   
alu2 11600 3.95   4.98   2.32   3.19   1.74   
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