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Heterogeneous NoC Router Architecture  
Yaniv Ben-Itzhak, Israel Cidon, Avinoam Kolodny, Michael Shabun, and Nir Shmuel 

Abstract—We introduce a novel heterogeneous NoC router architecture, supporting different link bandwidths and different 

number of virtual channels (VCs) per unidirectional port. The NoC router is based on shared-buffer architecture and has the 

advantages of ingress and egress bandwidth decoupling, and better performance as compared with input-buffer router 

architecture. We present the challenges facing the design of such heterogeneous NoC router, and describe how this router 

architecture addresses them. We introduce and formally prove a novel approach that reduces the number of required middle 

shared-buffers without affecting the performance of the router. In comparison with an optimal input-buffer homogeneous router, 

our NoC router improves saturation throughput by 6%-47% for standard traffic patterns. The router achieves significant run-time 

improvement for NoC-based CMP running PARSEC benchmarks. It offers better scalability, area, and power reduction of ~15%-

~60%, for NoC based CMPs of size 4x4 up to 16x16, as compared with optimal input-buffer homogeneous and heterogeneous 

routers. 

Index Terms—Interconnection architectures, Network connectivity chips, Routers  

——————————      —————————— 

1 INTRODUCTION

OC and CMP designs use Networks-on-Chip (NoC) to 
support a variety of inter-module communication 

bandwidth and latency requirements. In the case of SoC, 
the traffic and timing requirements are typically known at 
design time, and certain specific links are designated to 
carry large data streams. In CMPs, the requirements de-
pend on the characteristics of executed software. In both 
cases, NoC performance requirements are usually hetero-
geneous in terms of particular module-to-module band-
width and delay, as traffic is usually distributed unevenly 
across the chip. Fig. 1 presents two well-known examples, 
where heterogeneous loads are common in SoCs.  The 
first, uniform traffic pattern over a mesh NoC [1, 2] (Fig. 
1(a)) exhibits higher loads over NoC links in the center of 
the chip as compared to NoC links in the periphery. The 
second, MPEG4 core communication pattern [3] (Fig. 1(b)) 
exemplifies traffic requirements that are heterogeneous 
between different modules. 

 
Fig. 1. Heterogeneous traffic loads examples (The link thickness 

corresponds to its load). 

 Fig. 2 demonstrates two examples for heterogeneous 
loads in different CMP architectures. The first, CMP with 
a tiled cache in the middle architecture (which employs 
banked DNUCA connected by a NoC [4] (Fig. 2(a)) pre-
sents higher loads over NoC links in the center of the 
banked cache since these banks are accessed the most. 
The second, a 4x4 NoC-based CMP, which consists of 
cores with L1-cache, L2 shared-caches and DRAM con-
trollers (Fig. 2(b)). The NoC exhibits three different link 
loads; hence the optimal heterogeneous NoC (in terms of 
run-time) consists of three types of links: (1) Links con-
necting the DRAM controllers and the L2 caches which 
handle read misses; (2) Links connecting the L2 caches to 
the DRAM controllers which handle block replacements 
during   miss   in   the   L2  caches;  (3)  Links connecting 
the cores to the L2 caches, which handle L1 miss [9]. 

Other typical sources of traffic heterogeneity are traffic 
destined to external memory, bus or network interfaces, 
or to specialized internal computation units. As traffic 
requirements are generally heterogeneous, it is also ex-
pected that the optimal NoC designed to support these 
requirements should also be heterogeneous in terms of 
link capacities and number of virtual channels (VCs) for 
each unidirectional port. 

Guz et al. [5] present delay analysis for a NoC router 
with   different   link bandwidths, and introduce the ne-
cessity for a heterogeneous NoC. However, to the best of 
our knowledge, previous NoC router architecture pro-
posals, (e.g.  [6, 7, 8]) are limited to homogeneous NoCs, 
assuming that homogeneity simplifies the design of the 
router’s components (e.g., switch/VC allocators, crossbar, 
etc.). Trading-off efficiency for simplicity and regularity, 
homogeneous NoCs waste performance, power and area 
as compared with heterogeneous NoCs [9]. We investi-
gate heterogeneous NoCs, to achieve better efficiency of 
network resources, despite the added complexity associ-
ated with irregularity of network components. 
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For instance, the optimized heterogeneous NoC pre-
sented in Fig. 2(b) reduces the area as compared with a 
homogeneous NoC, for the same run-time [9]. Hence, 
heterogeneous NoC can better utilize the NoC resources 
(i.e., total link bandwidth and total number of virtual 
channels) and consequently achieve better performance, 
lower power consumption and smaller area.  

In this paper, we propose a novel heterogeneous NoC 
router architecture. We exploit the shared-buffer tech-
nique (also known as Space-Time-Space (STS) [10]) in 
order to handle the router’s port bandwidth heterogenei-
ty. Unlike homogeneous NoC routers, which usually 
schedule a single flit per clock cycle for each output port, 
a heterogeneous NoC router is required to schedule a 
different number of flits (for each ingress and egress port) 
per clock cycle. It should take into account the different 
egress link bandwidth while maintaining the flits order in 
each packet, such that the number of flits destined to a 
given output port o cannot exceed the bandwidth of 
egress link o. We also present a novel approach that re-
duces the number of required middle shared-buffers 
without affecting the router performance. 

The paper is structured as follows: Section 2 surveys 
related works on heterogeneous NoCs, and shared-buffer 

routers. Section 3 presents the architectural challenges 

and the general concepts of the router. Section 4 presents 
the architectural options for heterogeneous NoC routers, 
and justifies the shared-buffer architecture as our choice. 

Section 5 presents the detailed structure of the router, and 
describes a novel approach to reduce the number of 

shared-buffers. Section 6 presents the advantages and 

disadvantages of the proposed architecture. Section 7 pre-

sents implementation details of the router. Section 8 pre-
sents a detailed performance, area and power evaluation, 

and demonstrates the architecture scalability. Section 9 
discusses different issues and presents future direction of 

this work. Section 10 concluders the paper.  

2 RELATED WORK 

Previous works partly address the heterogeneous NoC 
problem. QNoC [5] has introduced the importance of dif-
ferent link capacities in NoCs; however, the authors don’t 
present a router architecture to support their statement.  
Other works focus on non-uniform number of VCs (with 

uniform link capacities), e.g. [11, 12]; irregular topologies 
composed of homogeneous NoC routers, e.g.,  [13, 14]; or 
NoCs composed  of a  small  set  of  predefined  routers  
with  fixed  bandwidth and  a fixed  number of VCs for all 
ports [2, 15, 16, 17], which focus on design and placement 
rather on the router architecture. Mishra et al. in [2] pre-
sent a NoC architecture with limited heterogeneous capa-
bility (i.e., ability to choose between a small router (link 
width of 128 bit) and a big router (link width of 256bit)). 
The authors in [9] have introduced an optimal design 
methodology for heterogeneous NoC in terms of both 
different link capacities and number of VCs. However, to 
the best of our knowledge, NoC router architecture to 
support such heterogeneity (in terms of link capacity and 
number of VCs) has not been published. 

Several previous works present a homogeneous NoC 
router, which is based on shared-buffer architecture. Ra-
manujam et al. in [18] present a shared-buffer NoC router, 
which is based on STS architecture. Another work by 
Tran et al. [19] presents a NoC router architecture with 
shared-queues (which is not STS architecture). However, 
these previous works don’t target heterogeneity of the 
router in terms of link capacity and number of VCs per 
unidirectional ports.  

3 ARCHITECTURAL CHALLENGES OF A 

HETEROGENEOUS ROUTER 

Two main modifications are required in a NoC router to 
support different link capacities and different number of 
VCs for each unidirectional link. The first modification is 
to allocate and arbitrate flits to a different number of VCs 
for each port. This is relatively straightforward. The sec-
ond modification, which is much more complex, is to 
match the different ingress and egress bandwidths of 
unidirectional ports. The router needs to utilize a high 
bandwidth egress link by concurrently transmitting flits 
from several low bandwidth ingress links (over different 
VCs) and to distribute flits from a single high bandwidth 
ingress link (and from different VCs) to several low 
bandwidth egress links.  

There are two main options to implement different 
bandwidth links: The first option is to use a different fre-
quency for each unidirectional port, while using the same 
link widths. The second option is to use different link 

Fig. 2. Rationale for using Heterogeneous NoC-based CMP. 
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widths, while keeping the same frequency for all unidi-
rectional ports. The first option offers an ideal rate match-
ing between the unidirectional ports, since each port uses 
its own frequency, which is determined according to the 
bandwidth of its connected link. However, this approach 
is less practical as it requires several predefined clock 
domains within a single router, which limits the band-
width heterogeneity. It also requires the router to syn-
chronize between the different clocks domains of the 
ports. Finally, the maximum link frequency is limited by 
the silicon technology.   

We present a heterogeneous NoC router architecture 
based on the second option; i.e., different link widths 
while keeping the router’s frequency fixed. Nevertheless, 
our proposed architecture can be used also for links, 
which are implemented using the first option. Serial-to-
parallel converters can be used in order to store ingress 
flits to different input buffer slots at each link clock cycle; 
and parallel-to-serial converters can be used in order to 
transmit several flits in TDM fashion according to the link 
frequency.  

We define the number of maximum concurrent trans-
ferred flits at each clock cycle for each unidirectional in-
put or output port i as the Input or Output Port – Parallel 
Flits per Cycle i (IPi_PFC or OPi_PFC), respectively. More-
over, each unidirectional (ingress or egress) port j has a 
different number of VCs, which is noted by Input or Out-
put Port VC j (IPj_VC or OPj_VC). For instance, the link 
width of egress link o, 𝐿𝑖𝑛𝑘𝑊𝑖𝑑𝑡ℎ , is determined by the 
number of flits which can be concurrently transmitted (at 
each clock cycle) over the link, OPo_PFC.  

𝐿𝑖𝑛𝑘𝑊𝑖𝑑𝑡ℎ = 𝑂𝑃  𝑃𝐹𝐶 ∙ 𝐹𝑙𝑖𝑡𝑆𝑖𝑧𝑒 (1) 

Hence, the bandwidth of egress link o, 𝐵𝑊 , is:  

𝐵𝑊 = 𝐿𝑖𝑛𝑘𝑊𝑖𝑑𝑡ℎ ∙ 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (2) 

Furthermore, a variable number of flits are being re-
ceived and transmitted at each clock cycle over different 
input and output ports. Therefore, the router’s logic (i.e., 
VC allocator, switch allocator, VC arbiter, etc…) should 
support splitting ingress flits from an input port to sever-
al output ports according to the flits’ destinations. It 
should also support merging of flits from different input 
ports that are destined to the same output port. 

4 THE HETEROGENEOUS NOC ROUTER 

ARCHITECTURE OPTIONS 

In this section, we present several alternatives for a router 
in a heterogeneous NoC (see Fig. 3(a) for example). Input-
buffer (Fig. 3(b)); High-radix (Fig. 3(c)); Shared-memory 
(Fig. 3(d)); and Shared-buffer (Fig. 3(e)). We present how 
one can utilize these router architectures to support het-
erogeneity, and compare them. Note that the choice of 
routing algorithm might affect the heterogeneous design 
(in terms of assigning bandwidth and number of VCs per 
unidirectional-port), but not the architecture choice. 
Therefore, any routing scheme (include adaptive routing) 
can be used with any of the following router architec-
tures.  

4.1.  Input-Buffer Heterogeneous NoC Router 
Architecture   

The input-buffer NoC router architecture is commonly 
used [6, 7]. This router architecture, illustrated in Fig. 
3(b), can be modified to support heterogeneity. A differ-
ent number of arbiters for each output port is required in 
order to allow transmission of a different number of con-
current flits per clock cycle. In addition, in order to sup-
port the connectivity of input and output ports, the cross-
bar should consist of different input and output link 
widths. It should allow combining flits from several low 
bandwidth input ports into a high bandwidth output 
port, and vice versa.  

Each input port receives a different number of concur-
rent flits at each clock cycle. Therefore, the input-buffers 
of each input port should have different write and read 
rates (i.e., the number of written and read flits at each 
clock cycle respectively). It is clear that the write rate of 
the input-buffers must be equal to its maximum received 
number of concurrent flits (IP_PFC). However, the read 
rate of each input-buffer can vary between two extreme 
options.  

The first option is to use input-buffers with a read rate 
that is equal to their IP_PFC. This option uses input-
buffers with the minimal read rate such that the input-
buffers won’t be saturated. However, this option results 
in low burst handling capability if the flits are destined to 
an output port with higher egress link bandwidth. Con-
sider the following case: a large number of flits stored in a 

 
Fig. 3. (a) Heterogeneous NoC router example, for instance: IP3_PFC=4, IP3_VC=3, OP7_PFC=2, OP7_VC=3. (b)-(e) Options for heterogene-
ous NoC router architecture.  
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given input port, are destined to an output port with a 
higher egress link bandwidth. In this case, the router 
won't be able to fully utilize the given output port, since 
the read-rate of the corresponding input-port is lower 
than the bandwidth of the given output port. 

The second option, which targets the worst-case sce-
nario, uses for every input-buffer a read rate of the maxi-
mum bandwidth output port. This option achieves full 
utilization of all output ports at the expense of higher 
buffer and crossbar costs as compared to the first option. 
Since the read rate of all input-buffers is determined by 
the highest bandwidth output port, the total read rate of 
the input-buffers can’t be simultaneously utilized (unless 
all output ports have the same bandwidth).    

In summary, the heterogeneous input-buffer router ar-
chitecture is inefficient for decoupling the different in-
gress and egress link bandwidths, unless large buffer and 
crossbar resources are used.  

4.2.  High-Radix Heterogeneous NoC Router 
Architecture   

High-radix router (i.e., router with many homogeneous 
ports) [20] is another option for heterogeneous NoCs. Fig. 
3(c) illustrates how to exploit a high-radix homogenous 
NoC router architecture for heterogeneous NoCs. In order 
to maintain the heterogeneity, one can allocate a different 
number of ports for each direction, which results in a dif-
ferent aggregate bandwidth. The heterogeneity benefit of 
such router is its total throughput, since several packets 
can be transmitted towards the same direction through 
different ports. However, each packet can be transmitted 
over a single port of the router and therefore only a single 
flit of each packet can be transmitted at each clock cycle. 
Hence, the packet latency may be longer as compared 
with the heterogeneous link approach presented in Sec-

tion 3, which allows concurrent transmission of flits from 
the same packet at each clock cycle.  

4.3. Shared Memory Heterogeneous NoC Router 

Architecture 

In shared-memory routers [10, 21] (Fig. 3(d)), all input 
and output ports have access to a common memory. In 
every clock cycle, all input ports can store their incoming 

flits and all output ports can retrieve their outgoing flits. 
Since the flits are read from a shared-memory to the out-
put ports, the total read-rate of the shared-memory is de-
termined by the total output ports’ bandwidth. Similarly, 
the total write-rate of the shared-memory is determined 
by the total input ports’ bandwidth. Therefore, it seems 
that shared-memory router architecture can offer better 
rate matching between input ports and output ports as 
compared to input-buffer router architecture. However, 
we show that in spite of these promising capabilities, this 
router might not be a good choice for heterogeneous 
NoCs due to high internal latency and high hardware 
overhead.   

Linked-list based shared-memory (SRAM) NoC router 
has been presented in [22]. All flits that are destined to the 
same output port are linked together in the same logical 
queue. However, linked-list implementation requires five 
memory access cycles for each read or write memory op-
eration [10], which limits the maximum ingress and 
egress bandwidth of the router. Moreover, the hardware 
overhead for managing linked lists in a shared-memory is 
too costly for NoC routers [23].  

Heterogeneous shared-memory based router should 
have high bandwidth in order to store all flits destined to 
the same output port (where each input port receives a 
different number of concurrent flits at each clock cycle). 
SRAMs are known to have relatively low read and write 
bandwidth. Hence, there are two main solutions to over-
come it and achieve high read and write bandwidth. The 
first solution is the usage of a large word-size such that 
the total input ports’ bandwidth is supported. Since the 
memory word should be built from several ingress flits 
(destined to the same output port), it is necessary to wait 
for a sufficient number of flits to utilize the word size. 
This adds latency and buffers. Alternately, one can use a 
non-full SRAM word (i.e., contains less flits) in order to 
reduce latency, at the expense of lower actual memory 
bandwidth and usage. Another solution is using a multi-
port SRAM, such that flits from each input port are writ-
ten to each logical queue. However, the SRAM layout size 
increases quadratically with the number of ports, leading 
to higher latency and higher power consumption.   

Table 1. Comparison between heterogeneous NoC router alternatives (The cell darkness corresponds to its disadvantage) 

Criteria 

Input-Buffer 

Read Rate =  

Input port bandwidth 

Input-Buffer 

Read Rate = Max-

imum output port 

bandwidth 

High-Radix Shared-Memory 
Shared-Buffer 

(STS) 

Latency 

 

High, due to low burst 

handling capability (-) 
Low (+) 

High, due to limited 

bandwidth per packet   

(-) 

High, due to shared 

memory word size and 

linked-list management (-) 

Low (+) 

Throughput 
Low, due to low burst 

handling capability (-) 
Medium  

Low/Medium, de-

pends on number of 

concurrent packets (-) 

High (+) High (+) 

Required Resources 
Low buffer and cross-

bar resources  

Very high buffer 

and crossbar re-

sources  

High-radix crossbar. 

Modified routing 

calculation unit. 

Linked-list hardware 

management over-head.  

High BW shared memory. 

Additional  

crossbar 
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4.4.  Shared-Buffer Heterogeneous NoC Router 
Architecture 

Shared-buffer routers (also known as Space-Time-Space 
(STS) routers [10]) consist of separate buffers which are 
shared among all input and output ports via two cross-
bars (Fig. 3(e)). The shared-buffers store the ingress flits 
from all the input ports. Each shared-buffer stores a single 
flit in each cell. Hence, unlike the shared-memory router 
architecture, the shared-buffer router architecture elimi-
nates the need to manage linked-lists and to wait for suf-
ficient number of flits to utilize the memory word. There-
fore, the shared-buffer router achieves lower latency and 
higher throughput than the shared-memory router. 
Therefore, shared-buffer architecture is our choice for 
heterogeneous NoC routers.  

In the sequel, we describe our proposed shared-buffer 
heterogeneous NoC router architecture in detail, and  
show that our proposed router architecture offers simple 
ingress and egress bandwidths decoupling, and better 
performance. We also point out the router architecture 
consideration, its advantages and disadvantages.  

4.5.  Comparison Summary 

Table 1 summarizes the comparison between the different 
architecture options for the heterogeneous NoC router. 
The input-buffer router architecture has low capability in 
decoupling the different ingress and egress bandwidths. 
High-radix router architecture is simple, but offers high 
packet latency and low throughput. Shared-memory 
router architecture offers better ingress and egress band-
width decoupling but incurs high latency. Moreover, 
linked-lists implementation has significant memory oper-
ations overhead and it is infeasible for NoC router.   

On the other hand, shared-buffer router architecture 
offers superior ingress and egress bandwidth decoupling, 
lower latency and higher throughput, as we present in the 
sequel. 

5 THE SHARED-BUFFER HETEROGENEOUS 

ROUTER ARCHITECTURE 

5.1. Overview of the Shared-Buffer Heterogeneous 
Router    

Fig. 4 illustrates the definitions and architecture of the 
heterogeneous NoC router approach. Each cell in the 
shared-buffers corresponds to a different time-slot. The 
time-slot of the cell determines the number of clock cycles 
until the flit stored in this cell will be transmitted to the 
output port via the second crossbar. The destination of 
each incoming flit is first inspected. Next, the incoming 
flits are “time-stamped” (i.e., assigned a time-slot), which 
determines departure time of the flit from the router. The 
flits are then assigned to one of the shared-buffers, given 
that there are no timing conflicts with other flits already 
stored in this shared-buffer; such that, the number of flits 
destined to a specific output port j at each time-slot do 
not exceed its OPj_PFC. The assigned flits are transmitted 
to the shared-buffers via the first crossbar. Finally, the 
flits in the shared-buffers progress (to the right in Fig. 4) 

 
Fig. 4. The architecture of the shared-buffer heterogeneous NoC 
router. Demonstrated for: IP3_PFC=4, IP3_VC=3,OP3_PFC=2, 
OP3_VC=3. 

at each clock cycle and the flits at the head of the shared-
buffers are transmitted to their corresponding output 
ports. 

Unlike previous shared-buffer router architecture pro-
posals (e.g., [18]), our shared-buffer router architecture 
should also take into account the heterogeneity of the 
input and output ports while maintaining the order of the  
flits within a packet. Flits can be concurrently transmitted 
over several VCs. At each cycle, one flit can be read from 
and written to each shared-buffer. Also, several flits can 
be written at each cycle to a shared-buffer into different 
time-slots (defined as shared-buffer write speed-up in section 

5.3). 
The shared-buffer heterogeneous router uses credit-

based flit-level flow control. Flow-control is applied on a 
flit-by-flit basis, advancing each flit from an input queue 
towards its assigned time-compatible shared-buffer and 
ultimately to the egress link. Flits are time stamped and 
placed into a shared-buffer only when the router has 
credits for the corresponding output port and assigned 
VC.  

There are some straightforward advantages of this 
router architecture, which can be indicated at this point:  
1) The shared-buffers decouple input and output port 

bandwidths, as any flit can acquire any shared-buffer.  
2) The shared-buffers offer better buffer utilization as 

they are shared among all ports.  
3) The shared-buffers provide path diversity between 

the input and output ports within a router. Hence, 
the router can tolerate defective shared-buffers (by 
disabling allocation of flits to that defective shared-
buffer).   

5.2. The Shared-Buffer Heterogeneous NoC Router 
Pipeline 

Fig. 5(a) presents the router data-flow and pipeline of the  
router. First, the incoming flits are written into the input-
buffers in the Buffer Write stage. The input-buffers are 
segmented according to the number of VCs of each input 
port. When a head flit arrives at a VC, the Route Compu-
tation stage determines the output port of the flit based 
on its coordinates.  

In the next stage, the head-flits continue to the Virtual 
Channel Allocation stage, which arbitrates for free virtual 
channels at the input of the next-hop router by managing 
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a free VCs list for each output port.  
The Time-Stamping (TS) and Shared-Buffers Alloca-

tion (SBA) stages are responsible for assigning the ingress 
flits into the shared-buffers by resolving two types of con-
flicts: arrival conflict (by the SBA stage) and departure con-
flict  (by the TS stage) [18], as explained below. 

 The router holds a request table that indicates the 
number of ingress flits stored in the input-buffers for each 
input port and VC. The TS stage assigns time-slots in a 
cyclical fashion. It starts from an initial input port and 
chooses a winning VC for each input port (according to 
the VC arbitration. e.g., winner-takes-all, round-robin). 
For each winning VC, the TS unit assigns the earliest pos-
sible departure times for at most IPi_PFC flits from input 
port i. The assigned departure time of each flit can be dif-
ferent, while maintaining flits order. For instance, in any 
case that IPi_PFC>OPj_PFC (assuming in-port i send flits 
to out-port j), the TS spreads the ingress flits over several 
time slots according to IPi_PFC and OPj_PFC. Finally, in 
order to preserve fairness between the input ports, the 
initial input port is incremented in each clock cycle. 
Moreover, in order to avoid the case that all shared-buffer 
slots are occupied by a single flow, the TS unit reserves a 
minimum number of shared-buffer slots for each input 
port. 

The router architecture allows several flits (of the same 
packet or different packets), which are destined to the 
same output port, to be transmitted concurrently (over a 
single VC or multiple VCs, respectively) according to the 
egress link bandwidth (OP_PFC). Therefore, the TS unit 
should take into account the bandwidth of the requested 
output port when assigning the time-slots. Hence, the 
unit assigns a given time-slot t to an ingress flit destined 
to a given output port o only if the number of flits already 
stored in the shared-buffers with the same time-slot t  and 
the same destination o is lower than OPo_PFC. This is 
known as resolving the departure conflict [24]. 

In the SBA stage, the flits that were assigned to a time-
slot in the previous stage are assigned to a specific 
shared-buffer. The SBA is responsible to maintain the 
order of flits, which belong to the same packet.  In cases 
where several flits of the same packet have been assigned 
the same time-slot, this unit assigns the first available 
shared-buffer (i.e., with the lowest index) to the first flit 
and so forth. Moreover, this unit should take into account 
the write constraint of the shared-buffers; i.e., how many 
flits can be written simultaneously to each shared-buffer 

at each clock cycle (explained in section 5.3). This is also 
known as resolving the arrival conflict. Flits which didn’t 
succeed to get shared-buffer allocation due to conflicts re-
enter the TS stage.        

Next, the flits proceed to the fifth pipeline stage. They 
traverse the first crossbar (XB1) and written to their as-
signed shared-buffer (SB Write) in their assigned time-
slot. All the flits stored in time slot i are moved into slot i-
1 (Fig. 4). Note that, the ingres flits are stored in input-
buffers till the XB1 stage (i.e., during RC, VCA and TS and 
SBA pipeline stages).  

The flits stored in time-slot 0 are read from the shared-
buffers (SB Read) and traverse the second crossbar (XB2), 
each flit towards its corresponding output port. The 
number of flits which traverse towards each output port 
is determined according to the egress link’s bandwidth 
(OP_PFC). Finally, in the link traversal stage, the flits are 
transmitted through the egress link towards the down-
stream router. 

This architecture uses more pipeline stages as com-
pared with input-buffer architecture. Hence, the credit 
round trip time is increased. Nevertheless, we discuss 

how this drawback can be mitigated in section 6.3; and 
we demonstrate that this architecture outperforms input-
buffer routers, due to its lower internal blocking, in sec-

tion 8. 

5.3. Reducing the Number of Required Shared-
Buffers 

We present a novel approach to reduce the number of 
shared-buffers, which are required to guarantee conflict-
free router (i.e., no arrival and departure conflicts occur).  

The TS and SBA stages are used to resolve the arrival 
and departure conflicts [18]. Previous work assumed that 
only a single flit can be written to each shared-buffer at 
each cycle (e.g., [18]); hence, an ingress flit might have 
arrival conflict with at most ∑ 𝐼𝑃 _𝑃𝐹𝐶 − 1 other flits. In 
addition, it has a departure conflict with all other flits that 
have the same time-slot; hence, at most ∑ 𝑂𝑃 _𝑃𝐹𝐶 − 1 
other flits. Therefore, by the pigeonhole principle [24], 
both conflicts can always be resolved if the number of 
shared-buffers, 𝑆𝐵, satisfies:  

𝑆𝐵 ≥ ∑ 𝐼𝑃 _𝑃𝐹𝐶 + ∑ 𝑂𝑃 _𝑃𝐹𝐶 − 1    (3) 

However, as opposed to homogeneous NoC routers (in 
which 𝐼𝑃    

= 1 and 𝑂𝑃    
= 1, ∀𝑖), heterogeneous NoC 

routers consists of 𝐼𝑃 _𝑃𝐹𝐶 ≥ 1 and 𝑂𝑃 _𝑃𝐹𝐶 ≥ 1. There-

 
Fig. 5. (a) Data flow of the shared-buffer heterogeneous. (b) 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   SP-PIFO queue scheme. 
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fore, the limitation of equation (3) for a conflict-free router 
may be impractical in terms of power and area considera-
tions, even for heterogeneous NoC router with relatively 
low ingress and egress bandwidths. Therefore, we pre-
sent a novel approach that reduces the required number 
of shared-buffers in equation (3).  
Definitions:  

1) shared-buffer write speed-up: The number of flits that 
can be written at each clock cycle to each shared-buffer 
into different time-slots. Also noted by 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   (≥ 1). 

2) 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   SP-PIFO queue: Up to 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   arriving 
flits are placed at (or, "pushed-in" to) arbitrary free loca-
tions in the queue (through 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   write-ports); the 
relative ordering of flits in the queue is preserved; and flits 
depart from the head of the queue (Fig. 5(b)).  

In contrast with previous works, we use shared-buffer 
write speed-up that can be higher than one. Therefore, we 
use 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   SP-PIFO queues for the shared-buffers. As 

mentioned in section 5.2, the SBA stage can allocate sev-
eral incoming flits (up to shared-buffer write speed-up), 
which have different time slots, into the same shared-
buffer.  

 
 Theorem 1: A heterogeneous shared-buffer router with 

a given shared-buffer write speed-up, 𝑆𝑝𝑒𝑒𝑑𝑈𝑝  , is conflict-
free if the number of shared-buffers, 𝑆𝐵, satisfies: 

𝑆𝐵 ≥ ⌈
∑ 𝐼𝑃 _𝑃𝐹𝐶 − 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   

𝑆𝑝𝑒𝑒𝑑𝑈𝑝  

⌉ + ∑ 𝑂𝑃 _𝑃𝐹𝐶
 

 (4) 

Proof: An ingress flit can be stored together with 
𝑆𝑝𝑒𝑒𝑑𝑈𝑝  − 1 other flits in the same shared-buffer. 
Therefore, an ingress flit might have arrival conflict with at 
most ∑ 𝐼𝑃 _𝑃𝐹𝐶 − 1 − (𝑆𝑝𝑒𝑒𝑑𝑈𝑝  − 1) other ingress flits,  

which can be written into ⌈
∑    _              

         
⌉ different 

shared-buffers. Furthermore, the ingress flit has departure 
conflict with at most ∑ 𝑂𝑃 _𝑃𝐹𝐶 − 1 other flits. By the pi-
geonhole principle, we get that the conflicts can always be 
solved if the condition in equation (4) holds. ∎ 

Motivation: The motivation for speeding-up the shared-
buffer write is as follows. The required number of shared-
buffers decreases as the 𝑆𝑝𝑒𝑒𝑑𝑈𝑝   increases, which in 
turn requires to increase the first crossbar and the write-
ports number at each shared-buffer (Fig. 5). However, the 
power and area overhead introduced by these additional 
resources is much lower compared with adding more 
buffers. Buffers are known to be the largest NoC’s power 
and area  consumers [25, 26, 27, 28, 29, 30]. The router’s 
area and power can be reduced by increasing 

the 𝑆𝑝𝑒𝑒𝑑𝑈𝑝  ; thus using fewer shared-buffers (4). 

Our evaluation for equation (4) shows that the highest 
marginal buffer savings is achieved by increasing the 
shared-buffer write speed-up from one to two. For instance, 
Fig. 6 presents that the required number of shared-buffers 
of a given router with ∑ 𝐼𝑃 _𝑃𝐹𝐶 = ∑ 𝑂𝑃 _𝑃𝐹𝐶 = 8   
[flits/clock] is reduced by 27% when increasing from one 
to two, then by 7% from two to three, etc. The largest buff-
er saving is 47% for  shared-buffer writ e speed-up equal  to 

 

Fig. 6. Required shared-buffers for conflict-free router (and buffer 
savings) versus shared-buffer write speed-up . 

eight. When the condition in (4) does not hold, conflicts 
between ingress flits might occur. However, the number of 
conflicts (and the probability for such conflicts) is reduced 
as the shared-buffer write speed-up is increased. Finally, in 
order to allow full utilization of all egress links, one can 
bound the number of shared-buffers, SB, to:  

𝑆𝐵 ≥ ∑ 𝑂𝑃 _𝑃𝐹𝐶   (5) 

In summary, if the condition described in (5)  holds, 
the router may achieve full utilization of its entire egress 
links (when no conflicts occur). If the condition in (4) 
holds, the router is also conflict-free. Furthermore, when 
𝑆𝑝𝑒𝑒𝑑𝑈𝑝  = ∑ 𝐼𝑃 _𝑃𝐹𝐶  and 𝑆𝐵 = ∑ 𝑂𝑃 _𝑃𝐹𝐶 , the router 
can mimic an output-buffer router by assigning 𝑂𝑃 _𝑃𝐹𝐶  
shared-buffers to each output port i. 

6 ADVANTAGES AND DISADVANTAGES OF THE 

HETEROGENEOUS SHARED-BUFFER ROUTER   

6.1. The Performance Advantage 

Our shared-buffer router architecture deals better with 
output port blocking compared to the heterogeneous in-

put-buffer router architecture presented in section 4.1. 
The shared-buffer router copes with blocking by schedul-
ing ingress flits over several clock-cycles, such that the 
flits are assigned to the same time-slot.  However, input-
buffer router copes with blocking at each clock-cycle sep-
arately; i.e., ingress flits can be transmitted together to-
wards the output port only if they were scheduled at the 
same clock-cycle. In case that the read rate of the input-
buffers is equal to their IP_PFC, we might get low burst 
handling capability (particularly, in cases the flits are des-
tined to an output port with higher egress link band-
width). The router won't be able to fully utilize the given 
output port, since the read-rate of the corresponding in-
put-port is lower than the bandwidth of the given output 
port. Therefore, in order to increase the egress link utiliza-
tions, the read-rate of the input queues should be equal to 
the maximum egress link bandwidth (i.e., 
max {𝑂𝑃 _𝑃𝐹𝐶}), which results in higher buffer and cross-
bar costs. Since the read rate of all input-buffers is deter-
mined by the highest bandwidth output port, the total 
read rate of the input-buffers can’t be simultaneously uti-
lized (unless all output ports have the same bandwidth). 

In contrast, our proposed router architecture can fully 
utilize the output ports even for read-rate equals to the 
corresponding ingress link bandwidth (IP_PFC). Conse-
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quently, our proposed heterogeneous router architecture 
can resolve blocking while achieving full egress band-
width and offers better performance as compared to in-

put-buffer router architecture. Section 8 presents several 
evaluations that demonstrate this advantage.     

6.2. Packet Length and Link Bandwidth 
Dependency Disadvantage  

Our proposed router architecture accomplishes band-
widths heterogeneity by transmitting several concurrent 
flits per clock cycle. However, this approach might cause 
throughput degradation in some cases where egress link 
bandwidth (i.e., OP_PFC [flits/clock]) is not a multiple of 
the length of the packet (in flits) transmitted over it. Fig. 
7(a) presents an example of a single flow, which consists 
of eight serial flit packets, is being transmitted over a sin-
gle link. Fig. 7(b) presents the transmitted flits at each 
cycle (in the same column) for link bandwidth of four 
flits/clock. In this case the egress link is fully utilized; 
thereby the router achieves the maximum throughput. 
Fig. 7(c) presents the transmitted flits for link bandwidth 
of three flits/clock. However, in this case, the egress link 
is not fully utilized since the link bandwidth is not a mul-
tiple of the packet length. When the last two flits are 
transmitted, there is some unutilized link bandwidth, 
since a new packet cannot enter the egress link before the 
current packet has not freed its VC. The throughput deg-
radation of egress link o is calculated by: 

𝑂𝑃 _𝑃𝐹𝐶 − (𝐿 𝑚𝑜𝑑 𝑂𝑃 _𝑃𝐹𝐶)

𝑂𝑃 _𝑃𝐹𝐶 ∙ ⌈𝐿 𝑂𝑃 _𝑃𝐹𝐶⁄ ⌉
 (6) 

Where, 𝐿 is the length of the packet in flits. Our simu-
lations validate this result and show that this disad-
vantage is mitigated when at least two flows can share 
the link. It is clear that, as the number of VCs increases, 
the probability for unutilized link bandwidth decreases 
and therefore throughput degradation becomes less sig-
nificant. 

Fig. 8 presents the end-to-end latency versus the 
flow’s offered load for our proposed heterogeneous NoC 

router and for an optimal heterogeneous router. Fig. 8(a) 
presents the case where the egress link bandwidth (four 
flits/clock) is a multiple of the packet length (eight flits); 
it can be seen that our proposed heterogeneous NoC 
achieves the same saturation throughput as the optimal 

heterogeneous router. Fig. 8(b) presents the saturation deg- 

 

Fig. 7. (a) Throughput degradation example. Transmitted flits per 
clock cycle, for link bandwidth of: (b) four, (c) three flits/clock. 

 

Fig. 8. End-to-end latency versus offered-load, for the example pre-
sented in Fig. 7. Packet length=8 flits, 

radation when the egress link bandwidth (three 
flits/clock) is not a multiple of the packet length (eight 
flits). According to equation (6), the saturation through-
put of our heterogeneous NoC router (42.6Gbps) de-
grades by 11% as compared to the maximum achieved 
saturation throughput (48Gbps); it can be seen that our 
simulation validates this result. Moreover, our simula-
tions show that this disadvantage is negligible (full egress 
link utilization is achieved) when the link has at least two 
VCs.  

6.3. Pipeline-Length and Input Queue Size 

As mentioned in section 5.1, the heterogeneous NOC 
router uses credit-based flit-level flow control. The suffi-
cient and necessary input queues size for achieving max-
imum throughput can be calculated by ([1]): 

𝑆𝑖𝑧𝑒          = 𝑃𝑒𝑎𝑘 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 ∙ 𝑅𝑇𝑇  (7) 

 The peak throughput units are [flits/cycle] and RTT is 
the number of cycles from the credit is sent upstream un-
til the corresponding flit is sent downstream in response. 
Usually, in homogeneous NoC router, the peak through-
put is single flit per clock cycle. Therefore, the input 
queue size of such routers equals to their RTT. In our 
proposed architecture, however, several flits can be con-
currently transmitted at each clock cycle; thereby, the 
peak throughput can be greater than a single flit per clock 
(depends on the link’s bandwidth). Furthermore, the RTT 
of our proposed is a bit much higher as compared to 
standard input-buffer routers. Thus, the necessary input 
queue sizes of our proposed architecture are greater as 
compared to homogeneous NoC routers.  

One might argue that the pipeline length of our pro-
posed router architecture results in degraded perfor-
mance, as compared to input-buffer. However, as ex-

plained above in section 6.1, and evaluated next in section 

8, our proposed architecture achieves better performance.   
The performance of a router is mainly affected by the 

router’s internal latency. It is determined mainly by the 
pipeline length, which contributes fixed latency, and by 
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the blocking probability, which contributes variable la-
tency, depending on the router architecture, scheduling 
algorithm, traffic patterns and loads. While most previous 
work focuses on reducing the pipeline length, we use a 
longer pipeline to reduce the blocking probability, such 
that total internal latency is reduced and therefore the 
overall performance is better at realistic traffic conditions.  

Nevertheless, many known optimizations can be ap-
plied to our router pipeline in order to reduce its RTT; for 
instance, look-ahead routing (LA) [1, 31] , speculative VC 
allocation [1, 32], pipeline bypassing [28, 33, 34], or  spec-
ulation [34]. Such pipeline optimizations are not included 
in our router implementation and evaluation, and yet our 
evaluations result in better performance and performance 
efficiency as compared to input-buffer based heterogene-

ous NoC router (see Section 8) 

7 IMPLEMENTATION DETAILS 

We implement our architecture using VHDL and synthe-
size it for TSMC 45nm process by Synopsys Design Com-
piler. We use registers for the shared-buffers, since the 
required storage size of each shared-buffer is several 
hundred bytes, which does not justify the usage of SRAM.  
Furthermore, we use circular buffers [35] for the shared-
buffers in order reduce the power consumed by shifting 
data in the shared-buffers.   

Fig. 9 presents the area evaluations of our implement-
ed architecture. Fig. 9(a) presents the router area versus 
total ingress and egress bandwidth (∑ 𝐼𝑃 _𝑃𝐹𝐶  and 
∑ 𝑂𝑃 _𝑃𝐹𝐶 ), for the conflict-free output-buffer mimic (i.e., 
the router parameters are: 𝑆𝐵 = ∑ 𝑂𝑃 _𝑃𝐹𝐶 , 𝑆𝑝𝑒𝑒𝑑𝑈𝑝  =
∑ 𝐼𝑃 _𝑃𝐹𝐶 ) and flit size of 32 bits. It can be seen that the 
area grows linearly with the total ingress and egress 
bandwidth. Therefore, our proposed architecture is scala-
ble. Fig. 9(b) presents the router area (with 
∑ 𝐼𝑃 _𝑃𝐹𝐶 = ∑ 𝑂𝑃 _𝑃𝐹𝐶 = 10 flits/clock, and frequency of 
500MHz) for different bandwidth partitions between the 
ports. It can be seen that the area differences are within 
2%. Hence, the area of our proposed router depends most-
ly on the total ingress and egress bandwidth rather than 
on the specific bandwidth partitions between the ports.  

8 QUANTITATIVE  RESULTS 

8.1. Performance Comparison Methodology  

To the best of our knowledge, there is no previous detailed 
architecture for heterogeneous NoC router; hence, we 
cannot directly compare it to previous heterogeneous 
router architectures. To that end, we define an optimal in-
put-buffer heterogeneous router as a reference architecture 
(e.g., [2]). This router uses different frequency but equal 
link width for each unidirectional port. The read-rate of 
each input-queue is unlimited (i.e., it can achieve full utili-
zation of all egress links), and its internal latency equals 
zero (i.e., the router is optimal in terms of latency). We also 
define an optimal input-buffer homogeneous router, for ho-
mogeneous topology (i.e., same link capacity and number 
of VCs for all unidirectional ports). We fairly compare the 
routers to the shared-buffer heterogeneous router, by us-
ing the same total link capacities and total number of VCs.  

 
Fig. 9. Area evaluations of the architecture. (a) Area scalability; (b) 
The area for different IP_PFC and OP_PFC vectors (for total 
IP_PFC and OP_PFC of 10 flits/clock). 

Fig. 10(d) details the configurations of the shared-buffer 
heterogeneous router we use for our evaluation. For the 
sake of ultimate performance comparison, we also simu-
late a conflict-free router (router 5), which indicates an up-
per performance bound, although this router is not a prac-
tical design choice. 

We simulate the router architecture and the optimal IB 
heterogeneous and homogeneous routers using HNOCS [36]. 
HNOCS is an OMNeT++ [37] based heterogeneous NoC 
simulator. It supports any heterogeneous NoC in terms of 
any link capacity and any number of VCs. We simulate 
deterministic XY routing without loss of generality, fre-
quency of 500MHz  (based  on  the  synthesis  in  section 

7), flits of 32 bits and packets of eight flits.  

8.2. Evaluation of Standard Traffic Patterns    

In this section, we compare the performance of the 
shared-buffer heterogeneous router, the optimal IB hetero-
geneous router, and the optimal IB homogeneous router for a 
4x4 mesh NoC. We also demonstrate how the number of 
shared-buffers and the shared-buffer write speed-up can be 
configured according to the preferred cost-performance 
ratio. Moreover, we demonstrate that the same perfor-
mance can be achieved using fewer shared-buffers and a  

higher shared-buffer write speed-up (section 5.3). We use an 
optimal heterogeneous topology for the heterogeneous 
routers, based on optimization method presented in [9].  

Fig. 10 presents the average end-to-end latency versus 
offered-load for transpose, complement and uniform traffic 
patterns. The homogeneous NoC results in poor perfor-
mance as compared with the heterogeneous ones (satura-
tion throughput is reduced by 6%-47%). The saturation 
throughput of the shared-buffer heterogeneous routers is 
higher by 2%-20% as compared with the optimal IB hetero-
geneous router. In general, the performance is improved by 
increasing the number of shared-buffers and/or the 
shared-buffer write speed-up. Fig. 10(a) and Fig. 10(c) 
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demonstrate that the saturation throughput is improved 
by 5% on average by increasing the shared-buffer write 

speed-up for the router with four shared-buffers (router 1 
versus router 2 in Fig. 10(d)). Furthermore, Fig. 10(a) and 
Fig. 10(b) demonstrate that the same saturation through-
put is achieved using fewer number of shared-buffers and 
higher shared-buffer write speed-up (router 2 versus router 3). 
Router 3 results in higher number of shared-buffers as 
compared to router 2, while employing lower shared-buffer 
write speed-up. Hence, this architecture can offer the same 
performance while reducing both hardware resources 

and power consumption (see sections 5.3 and 8.3).  

8.2.1. Comparison to Homogeneous Shared-
Buffer Router ([18]) 

In this sub-section, we compare the saturation throughput 
improvement relative to input-buffer router between a 
homogeneous ([18]) and our heterogeneous shared-buffer 
router architecture.  

Ramanujam et al. in [18] evaluate two homogeneous 
shared-buffer routers DSB200 and DSB300, consisting of 
five and 10 shared-buffers, respectively. Therefore, for the 
sake of fair comparison, Table 2 presents the comparison 
of routers 1 and 2, which utilize approximately the same 
resources as DSB200 and DSB300 routers. It can be seen 
that router 1 results in lower saturation throughput im-
provement as compared to DSB200, which occurs due to 
lower number of shared-buffers.  

However, by increasing the shared-buffer write speed-up 
for uniform traffic pattern, router 2 can better utilize its 
heterogeneous unidirectional ports, and provide a better 
saturation point as compared to DSB200 and DSB300. On 
the other hand, the homogeneous architecture ([18]) does 
not benefit from doubling the shared-buffer resources 
(DSB200 vs. DSB300). For complement traffic pattern, 
which results in much higher heterogeneity of loads, our 
proposed heterogeneous architecture offers much greater 
saturation throughput improvement.   
 

Table 2. Comparison of saturation throughput improvement relative 
to input-buffer architecture (SUSB stands for SpeedUpSB) 

 
Homogeneous [18] Heterogeneous 

DSB200 
5 SBs 

DSB300 
10 SBs 

router 1 
4 SBs / 1 SUSB 

router 2 
4 SBs / 2 SUSB 

Uniform 9% 9% 7% 15% 

Complement 8% 9% 47% 47% 

8.3. Evaluation of the Shared-Buffer Heterogeneous 
NoC-Based CMP  

In this section, we evaluate the performance of our archi-
tecture over a 4x4 NoC-based CMP (Fig. 2(b)), which was 
presented in [9] (Disclaimer: the core placement of the 
CMP is not necessarily optimal; the focus of this paper is 
on router architecture, hence no attempt was made to 
optimize the placement). We demonstrate that our NoC 
can achieve better performance (as compared with optimal 
IB homogeneous and heterogeneous routers) by adjusting its 
parameters (i.e., number of shared-buffers and 

𝑆𝑝𝑒𝑒𝑑𝑈𝑝  ), see also section 9 for further discussion.   

8.3.1. Performance Evaluation of the Shared-
Buffer Heterogeneous NoC-Based CMP  

In order to evaluate and compare the performance of our 
architecture, HNOCS is extended to provide functionality 
of a core with L1-cache, L2 shared-cache and DRAM con-
troller. We assume 64KB L1-cache and 4MB L2 shared-
caches with both 64 bytes cache lines and associativity of 
64 lines per set. We use PARSEC benchmark suite [38] 
and extract the L2 cache accesses by Pin tool [39]; then, 
we use it to build new traces and apply them to our simu-
lation model.  

Fig. 11 presents the run-time improvement of the 
PARSEC benchmarks for the optimal IB heterogeneous rout-
er, and several configurations of the shared-buffer hetero-
geneous router (Fig. 10(d)) relative to the optimal IB ho-
mogenous router. The router with four shared-buffers and 
shared-buffer write speed-up of one (router 1) improves the 
run-time by 35% on average as compared with the optimal 
IB homogenous router. The four shared-buffers with shared-
buffer write speed-up of two (router 2) and the conflict-free 
router (router 5) improve average run-time by 45%. 

8.3.2. Area and Power Evaluation of the Shared-
Buffer Heterogeneous NoC-Based CMP 

In order to evaluate area and power, we use the ORION 
model [26] and modified it to support our proposed ar-
chitecture. Despite the fact that area estimation can be 
obtained from our design synthesis (as presented in sec-

tion 7), we use ORION for both area and power estima-
tions, in order to preserve estimation uniformity.  

Fig. 12(a) presents the total NoC area of the 4x4 NoC-
based CMP for the optimal IB homogenous and heterogene-
ous routers and for several configurations of our heteroge-

 
Fig. 10. Comparison between different configurations of our router (d) to optimal input-buffer homogeneous and heterogeneous routers for (a) trans-
pose, (b) complement, (c) uniform traffic patterns 
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neous router (see Fig. 10(d)). The crossbar and buffers are 
largest area consumers, respectively. Fig. 12(b) presents 
the total NoC power consumption of the 4x4 NoC-based 
CMP. To that end, we integrate ORION model to 
HNOCS. The links and routers utilizations are derived 
from HNOCS and used by ORION model to evaluate the 
total power consumption. We present only the most sig-
nificant power components, which are the dynamic pow-
er of the logic and buffers. It can be seen that the buffers 
are largest power consumer. router 1 increases the total 
NoC area by 8% and 12%, and power consumption by 
10% and 38%, as compared to the optimal IB heterogeneous 
and homogenous routers, respectively. However, its end-to-
end delay does not seem to out-perform the optimal IB 
heterogeneous router (Fig. 10(a)). Therefore, in order to 
achieve better performance, one should increase the 
shared-buffer write speed-up; for instance, router 2, with 
shared-buffer write speed-up equals two, which offers much 
better latency (e.g., Fig. 10(c)). However, router 2 allows 
more flits to be written into the shared-buffers at each 
clock cycle. Therefore, router 2 results in additional 13% of 
buffers dynamic power relative to router 1. Moreover, it 
requires to duplicate the first cross-bar (see Fig. 5(a)) 
which results in additional area of 58%. The conflict-free 
router (router 5), which demonstrate the best perfor-
mance, consumes the largest area, 270% of the optimal IB 
heterogeneous and homogenous routers, since it requires 
∑ 𝐼𝑃_𝑃𝐹𝐶 + ∑ 𝑂𝑃_𝑃𝐹𝐶  − 1  shared-buffers, which in-
crease both buffers and cross-bars areas. It also has the 
largest power consumption, 280% of the optimal IB homog-
enous router. We elaborate on the area and power penal-

ties in section 9. 

8.3.3. Performance Efficiency Evaluation of the 
Shared-Buffer Heterogeneous NoC-Based CMP  

In this section, we evaluate the performance efficiency, 
i.e., Performance/Area Ratio (PAR) and Performance/Power 
Ratio (PPR), of the optimal IB homogenous and heterogeneous 
routers and several configurations of our heterogeneous 
router (see Fig. 10(d)). To that end, we define the perfor-
mance to be inversely proportional to the benchmark’s 
run-time. Fig. 13(a) and Fig. 13(b) present the PAR and 
the PPR, respectively. Router 1 achieves the highest PAR 
and the next-highest PPR. Router 2 achieves the highest 
PPR and the next-highest PAR. On the other hand, the 
conflict-free router (router 5) achieves the lowest PAR and 
PPR.  

The 4x4 NoC-based CMP example demonstrates that 
our proposed shared-buffer architecture can achieve bet-
ter performance and performance efficiency (as compared 
to the optimal input-buffer routers) by adjusting the shared-
buffer router parameters (i.e., number of shared-buffers 
and shared-buffer write speed-up). The highest performance 
efficiency metrics are achieved by the routers with four 
shared-buffers and shared-buffer write speed-up of one and 
two (routers 1 and 2). router 1 improves the PAR by 41% 
and router 2 improves the PPR by 22% as compared with 
optimal IB homogenous router. Furthermore, router 2 
achieves the next-highest run-time improvement, which 

is just 1% lower than the highest improvement on aver-
age. On the other hand, the conflict-free router (router 5) 
achieves the highest run-time improvement but the low-
est performance efficiency metrics.  

8.3.4. The Scalability of the Shared-Buffer 
Heterogeneous NoC-Based CMP 

In this section, we demonstrate the scalability of the 
shared-buffer heterogeneous router architecture. To that 
end, we simulate NoC-based CMPs in several sizes, from 
4x4 up to 16x16. We compare the optimal IB homogenous 
and heterogeneous routers to our routers. Clearly, the size 
of each CMP imposes different total link capacities and 
number of VCs. Therefore, in order to adjust to this dif-
ference, the number of shared-buffers of the routers is 
customized for each CMP size as indicated in Fig. 14 and 
Fig. 15.  

Fig. 14 presents a comparison of the performance effi-
ciency metrics; i.e. performance/area and perfor-
mance/power.  In order to evaluate area, we use the 
ORION model [26] and modified it to support our archi-
tecture. To evaluate power, we integrate ORION  model 
to HNOCS.  The  links and  routers  utilizations  are  de-
rived from HNOCS and used by ORION model to evalu-
ate the total power consumption. Fig. 14 demonstrates 
that the optimal IB homogeneous router is not scalable, since 

 

Fig. 11. Improvement of the PARSEC benchmarks run-time execu-
tion for several heterogeneous routers (according to Fig. 10(d)) rela-
tive to the optimal IB homogeneous router (for the same total capaci-
ty and VCs). 

 
Fig. 12. NoC area and power comparison of 4x4 CMP. For optimal 
input-buffer homogeneous and heterogeneous routers; and for sev-
eral shared-buffer heterogeneous routers (according to Fig. 10(d)). 
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its internal blocking probability increases as traffic loads 
increases (with CMP size). Therefore, more resources are 
required in order to achieve reasonable performance as 
compared with heterogeneous NoC routers (as also ex-
plained in [9]). While the optimal IB heterogeneous router 
offers reasonable scalability; the shared-buffer heteroge-
neous architecture demonstrates better performance effi-
ciency metrics as the CMP size increases. 

Fig. 15(a) and Fig. 15(b) present the area and power re-
duction, respectively, as compared with the optimal IB 
homogeneous router for the same achieved performance of  

 
Fig. 13. Performance to area and power comparison of 4x4 CMP 
running PARSEC benchmarks for optimal input-buffer homogeneous 
and heterogeneous routers; and for several shared-buffer heteroge-
neous routers (according to Fig. 10(d)). 

 
Fig. 14. Scalability demonstration by performance efficiency metrics 
(for NoC-based CMPs), compared with input-buffer architectures. 

each CMP. Fig. 15(c) presents the area and power reduc-
tion ranges achieved by the heterogeneous routers. The 
highest area and power reduction are achieved by the 
heterogeneous shared-buffer router with shared-buffer 
write speed-up of one and two, respectively. Increasing the 
shared-buffer write speed-up results in higher area of the 
first crossbar and logic. On the other hand, it mitigates the 
router’s internal blocking probability; hence, the perfor-
mance improves which allows further reduction of power 
consumption for the same achieved performance.  

9  DISCUSSION AND FUTURE DIRECTIONS 

In this paper, we present a new NoC design approach 
which benefits from system heterogeneity. This approach 
also introduces a trade-off between design complexity 
and achieved NoC efficiency. Most previous works 
choose homogeneous NoCs in order to reduce design 
time due to regularity of NoC components. Our approach 
achieves better NoC performance for a given amount of 
network resources. Such approach may not be practical 
for today’s chips using current design tools, but would be 
definitely relevant for chips in the future, which will re-
quire much higher performance and tighter constraints, 
using new design automation capabilities. 

Parameters Adjustment: In section 8, we demonstrate 
that the achieved performance of our router architecture 
depends on the router parameters. In the following, we 
describe how some guidelines to adjust these parameters.  

First, the number of shared-buffers should be equal to 
the effective egress bandwidth of the router that equals to 
the maximum number of flits, which can be (or actually) 
simultaneously transmitted through all egress ports. This 
condition guarantees maximum egress bandwidth utiliza-
tion.  Second, increasing the shared-buffer write speed-up, 
which reduces its internal blocking, can improve the 

router   latency   (as    explained    in   section 5.3).   Fig. 10  

 
Fig. 15. Area and power reduction as compared with optimal IB ho-
mogeneous router for the same performance.  
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demonstrates several routers with sufficient number of 
shared-buffers, where their latency is improved by in-
creasing the shared-buffer write speed-up, e.g., routers 1 and 
2 for transpose and uniform traffic patterns, and routers 3 
and 4 for complement. In addition, Fig. 11 demonstrates 
the same trend for routers 1 and 2. 

In addition, the depth of VCs and shared buffers also 
affect the overall performance of the NoC. For given 
budget of buffers, deeper buffers results in lower number 
of VCs and vice versa. Such buffers organization has al-
ready been researched for input-buffer router [40, 41], 
and [42]. Rezazad et al. [42] demonstrate that uniform 
traffic pattern achieves saturation point improvement of 
maximum 16% among different VC buffers organizations. 
Whereas, we demonstrate 20%-25% improvement as 
compared to optimal IB homogenous router, before employ-
ing such VC buffers optimization. Such optimal VC buffer 
organization is known to be depended on the given traffic 
pattern and offered load [40, 41, 42]. Some traffic pattern 
scenarios favor deeper buffers, while others favor higher 
number of VCs. Regarding the shared-buffer organiza-
tion, one should maintain the first guideline aforemen-
tioned; i.e. set the number of shared-buffers according to 
the total effective egress bandwidth of the router. The 
shared-buffers’ depth, on the other hand, has much lower 
impact on the NoC performance, as we observe through 
our simulation explorations. 

Design Flow: Heterogeneous NoC architecture results 
in the inclusion of many versions of routers on the same 
chip. This is a burden the design flow; since cost and time 
for implementing a chip increase exponentially with the 
number of design blocks in the chip. However, such ar-
chitectures may be appropriate in the future, for bigger 
chips and better automated design flows.  

Area and Power Consumption: Our proposed archi-
tecture achieves better performance, but consumes more 
area and power as compared to input-buffer routers. Such 
increase might seem to be unacceptable, for current chips. 
Input-buffer homogeneous routers, however, don’t utilize 
all the NoC resources, and might be insufficient for future 
chips, consisting of hundreds of modules, which impose 
high loads. On the other hand, our proposed architecture 
can deliver better performance and deploy NoC resources 
only where they are necessary. Hence, such area and 
power penalties would be acceptable for such chips.  

Future Work: This paper is the first to introduce such 
architecture, which can serve as a baseline for better and 
more efficient future architectures. For instance, a hybrid 
heterogeneous NoC consisting of both input and shared-
buffer routers, depending on the regional load of the 
NoC. Such hybrid NoC can ease the area and power con-
sumption described above, while still offering superior 
performance. Another possible direction is to implement 
shared-buffer read speed-up, which can further reduce the 
number of shared-buffers as described in the above Pa-
rameters Adjustment paragraph. Such architecture will 
further reduce the consumed area of the router while pre-
serving its offered performance.  

10 SUMMARY 

A novel heterogeneous NoC router architecture, support-
ing different link bandwidths and number of VCs per 
unidirectional port is presented. These features are im-
portant, since typical traffic in real systems is not uniform 
in all links. The main advantages of the shared-buffer 
heterogeneous NoC router are:  better ingress and egress 
bandwidth decoupling, better performance, and ability to 
configure the router according to the preferred cost-
performance ratio. We presented and formally proved a 
novel approach, which reduces the number of shared-
buffers required for a conflict-free router. Reducing num-
ber of required shared-buffers also reduces the first and 
second crossbar sizes and in overall can dramatically re-
duce area and power consumption. Finally, we demon-
strated the performance, hardware resource savings, and 
scalability of the router for predefined traffic patterns and 
for NoC-based CMP at various sizes.  
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